
In this study, a habitat system condition index is developed and modeled to 
be representative of the relative departure of a current wildlife habitat 
condition from a desired condition to identify where there are conserva-
tion opportunities available across the landscape.

Whereas similar e�orts deploy expert systems or multi-criterion decision 
making modeling approaches, this study explores the usage of super-
vised machine learning to classify rivers and streams into habitat condi-
tion categories.  
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Training Data:
Training data is sourced from digitized aquatic biologist �eld work, using 
social science derived shared language to describe the four habitat classes.

Indicator Data:
The condition index was modeled using data that indicates stream/river 
functional network length, riparian buffers, network complexity, 
sinuosity, dam density, and road crossing density.

Model Testing, Comparisons, and Selection:
Naïve Bayes Classi�er (Baseline for comparison)
Support Vector Machine Classi�er (SVM)
Decision Tree Classi�er
Random Forest Classi�er

Accuracy reports can be seen in table 1a and 1b.
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Estimating the Condition of Streams & Rivers: 
An Approach Using Supervised Machine Learning Methodologies

Conclusions:
Results suggest that supervised learning approaches to classifying streams 
and rivers show great promise.

What makes this study novel is the ability to classify streams and rivers by 
the usage of aquatic biologist �eld experiences. Related works focus on 
classifying streams and rivers using relevant indicator data, whereas this 
study has shown streams and rivers can be classi�ed by extrapolating sub-
ject domain �eld experience to areas that they have not worked within.

Use Cases:
Currently in use by the states of Louisiana and Mississippi for aquatic con-
servation planning. Also in use by the Southeast Aquatic Resources Partner-
ship for barrier removal project identi�cation.

Table 1a. Model Comparisons 

Precision Recall F-1  Accuracy
0.260 0.380 0.298 0.382 
0.888 0.888 0.890 0.888 

0.903 0.905 0.905 0.907 

Naïve Bayes 

Decision Tree 

Random Forest 

SVM 0.558 0.553 0.548 0.553 

Table 1b. Decision Tree and Random Forest 
Model Comparisons 

Random Forest Classifier Accuracy Report 

Precision Recall F-1 Support 

0.90 0.91 0.91 527 
0.89 0.90 0.89 505 
0.89 0.89 0.89 548 

Classes 

Value A 
Value B 
Value C 
Value D 0.93 0.92 0.93 538 

Accuracy 0.907 

Decision Tree Classifier Accuracy Report 

Precision Recall F-1 Support 

0.90 0.88 0.89 527 
0.86 0.89 0.88 505 
0.88 0.87 0.88 548 

Classes 

Value A 
Value B 
Value C 
Value D 0.91 0.91 0.91 538 

Accuracy 0.888 
Close to Ideal 

Habitat Condition
Close to Ideal 

Habitat Condition
Good Habitat 

Condition
Good Habitat 

Condition
Poor Habitat

Condition
Poor Habitat

Condition
Least Ideal 

Habitat Condition
Least Ideal 

Habitat Condition

DISCUSSION
Interpreting Results:
All three proposed supervised machine learning methods outperform the 
Naïve Bayes Classi�er.

Both Random Forest and Decision Tree Classi�ers classify streams and rivers 
into habitat conditions to a high degree of accuracy.

The Random Forest Classi�er marginally outperforms the Decision Tree 
Classi�er.

The Decision Tree Classi�er is selected for �nal streams & rivers classi�cation 
due to the ease of interpreting results  and comparable accuracy metrics.




