
Handwritten character recognition is one of the

practically important issues in pattern recognition.

The applications of digit recognition includes in bank

check processing, data entry, etc. Digit Recognition

is a computer vision technique to predict the correct

digits from pixel values of images. The objective of

this project is to explore the field of image processing

using K Nearest Neighbor (KNN) algorithm to predict

digits and find the accuracy of the model.
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KNN is an effective algorithm to solve the digit 

recognition problem. KNN calculates the distance 

between the new instance and all the instances in the 

entire training set. The algorithm looks for the 

top nearest K instances and outputs the class with the 

highest frequency as the prediction. Cross validation 

can be used to choose the best value for K that results 

in the highest accuracy.  

The aim of the project is to build an efficient model 

with an accuracy of at least 90% through testing 

and training on a Kaggle dataset. Through 

Exploratory Data Analysis and evaluation metrics 

the datasets were explored in detail to find the 

correctness of the image label.

ConclusionEvaluation Metric

.

Results

The F1, P-Value, and Kappa score is used as the

evaluation metric for the model. A score of 1 for F1

and Kappa is considered as a perfect model and p

values less than 0.05 are reliable.

In conclusion we have discovered that the 

percentage of images that were accurately 

matched with the correct digit was 94.62%. 

By comparing Kappa value, p value and F1

score we concluded that KNN is a good 

model for predicting the digits. The digit

labels are printed into a csv file with its 

associated image ID. 
Techniques

Methodology

Exploratory Data Analysis

After investing the Digit Recognizer Kaggle dataset, we have done some exploratory data analysis on the training and test data set. The data set contains

gray-scale images of handwritten digits. The training dataset an extra column which has the label of the digit and its pixels.

Modelling

Cross validation has been used to choose the best value for K and we have choose K to be 5 because it has the highest accuracy. A confusion matrix

has been printed to see the predicted and actual outcome of the digits and the evaluation metrics. An F1 score of approximately 0.9 was predicted for the

digits, Kappa value for 0.9 and p-value less than 0.05.

Future Work
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